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Abstract

Cross-domain text categorization targets on adapting the
knowledge learnt from a labeled source-domain to an unla-
beled target-domain, where the documents from the source
and target domains are drawn from different distributions.
However, in spite of the different distributions in raw word
features, the associations between word clusters (conceptual
features) and document classes may remain stable across dif-
ferent domains. In this paper, we exploit these unchanged
associations as the bridge of knowledge transformation from
the source domain to the target domain by the nonnegative
matrix tri-factorization. Specifically, we formulate a joint
optimization framework of the two matrix tri-factorizations
for the source and target domain data respectively, in which
the associations between word clusters and document classes
are shared between them. Then, we give an iterative algo-
rithm for this optimization and theoretically show its conver-
gence. The comprehensive experiments show the effective-
ness of this method. In particular, we show that the pro-
posed method can deal with some difficult scenarios where
baseline methods usually do not perform well.

Keywords
Cross-domain Learning, Domain Adaption, Transfer
Learning, Text Categorization.

1 Introduction

Many learning techniques work well only under a com-
mon assumption: the training and test data are drawn
from the same feature space and the same distribu-
tion. When the features or distribution change, most
statistical models need to be rebuilt from scratch us-
ing newly collected training data. However, in many
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real-world applications it is expensive or impossible to
re-collect the needed training data. It would be nice
to reduce the need and effort to re-collect the train-
ing data. This leads to the research of cross-domain
learning® [1, 2, 3, 4, 5, 6, 7, 8]. In this paper, we
study the problem of cross-domain learning for text
categorization. We assume that the documents from
the source and target domains share the same space of
word feature, also, they share the same set of document
labels. Under these assumptions, we study how to ac-
curately predict the class labels of the documents in the
target-domain with a different data distribution.

In cross-domain learning for text categorization it is
quite often that different domains use different phrases
to express the same concept. For instance, on the
course-related pages the terms describing the concept
of reading materials can be “required reading list”,
“textbooks”, “reference” and so on. Since linguistic
habits in expressing a concept are different in different
domains, the phrases for the same concept may have
different probabilities in different domains (universities
in this example). Thus, features on raw terms are not
reliable for text classification, especially in cross-domain
learning. However, the concept behind the phrases may
have the same effect to indicate the class labels of the
documents from different domains. In this example, a
page is more probable to be course-related if it contains
the concept of reading materials. In other words, only
concepts behind raw words are stable in indicating
taxonomy, thus the association between word clusters
and document classes is independent of data domains.
Therefore, we can use it as bridge to transfer knowledge
cross different domains.

Motivated by this observation, in this study, we
explicitly consider the stable associations between con-
cepts (expressed by word clusters) and document classes
across data domains by the nonnegative matrix factor-
ization. The basic formula of matrix tri-factorization is

*Previous works often refer this problem as transfer learning

or domain adaption.



as follows,
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where X is the joint probability matrix for a given word-

document matrix Y (X = 5= Yy, -), and m,n, ki, ko
i,g Yi,g

are the numbers of words, documents, word clusters,
and document clusters respectively. Conceptually, F
denotes the word clustering information, G denotes
the document clustering information, and S denotes
the association between word clusters and document
clusters. Later, we will detail the meaning of F', S and
G, and argue that only S is stable for different domains
while F and G can be different in different domains.

Therefore, we propose a matrix tri-factorization
based classification framework (MTrick) for cross-
domain learning. Indeed, we conduct a joint optimiza-
tion for the two matrix tri-factorizations on the source
and target domain data respectively, where S, denot-
ing the association between word clusters and document
clusters, is shared in these two tri-factorizations as the
bridge of knowledge transformation. Additionally, the
class label information of the source-domain data is in-
jected into the matrix G for the source-domain to su-
pervise the optimization process. Then, we develop an
alternately iterative algorithm to solve this joint opti-
mization problem, and theoretically prove its conver-
gence. Experimental results show the effectiveness of
MTrick for cross-domain learning.

Overview. The remainder of this paper is orga-
nized as follows. We introduce the framework of MTrick
in Section 2. Section 3 presents the optimization solu-
tion. In Section 4, we provide a theoretical analysis of
the convergence of the proposed iterative method. Sec-
tion 5 gives the experimental evaluation to show the
effectiveness of MTrick. In Section 6, we present related
work. Finally, Section 7 concludes the paper.

2 Preliminaries and Problem Formulation

In this section, we first introduce some basic concepts
and mathematical notations used throughout this pa-
per, and then formulate the matrix tri-factorization
based classification framework.

2.1 Basic Concepts and Notations

In this paper, we use bold letters, such as u and v, to
represent vectors. Data matrixes are written in upper
case, such as X and Y. Also, X(;;) indicates the i-th
row and j-th column element of matrix X. Calligraphic
letters, such as A and D, are used to represent sets.
Finally, we use R and R} to denote the set of real
numbers and nonnegative real numbers respectively.

DEFINITION 1. (TRACE OF MATRIX) Given a data

matrix X € R™*" the trace of X is computed as
(2.2)

Actually, the trace of matrix can also be computed
when the matrix is not a phalanx. Without losing
any generality, let m < m and X € R™*" then
Tr(X) =320 X

DEFINITION 2. (FROBENIUS NORM OF MATRIX)
Given a data matriz X € R™*" the frobenius norm of
X is computed as

X117 =3 > X

i=1j=1

(2.3)

Additionally, we give some properties of the trace and
frobenius norm, which will be used in Section 3 and 4.

PROPERTY 1. Given a matriz X € R™*™, then

(2.4) Tr(XTX)=Tr(XXT).

PROPERTY 2. Given matrizes X,Y € R™*"  then

(25) Tr(a-X+b-Y)=a-Tr(X)+0b-Tr(Y).

PROPERTY 3. Given a matrix X € R™*™ then

(2.6) I|1X]? = Tr(XTX) =Tr(XXT).

2.2 Problem Formulation

For the joint probability matrix X, € R} " in
the source-domain data (where m is the number of
words and ng is the number of documents in the
source-domain), we formulate the following constrained
optimization problem,

min_ || X, — FySsGT |12 + - |Gy — Gol 2,
G n

ERIEERA ] S

(27) k1 k2

where « is the trade-off parameter, Gy contains the true
label information in the source-domain. Specifically,
when the ¢-th instance belongs to class j, then Go(m =
1; and Go,,, = 0 for k # j. In this formulation Go
is used as the supervised information by requiring G
is similar to Go. After minimizing Equation (2.7) we
obtain F, G, Sy, where

o F, € IRTXkl represents the information of word
clusters, and Fy;;) is the probability that the i-th word
belongs to the j-th word cluster.



e G, € RTX’CZ represents the information of document
clusters, and Gg;;) is the probability that the i-th
document belongs to the j-th document cluster.

o5, € R’j} Xk represents the associations between word
clusters and document clusters.

Then, for the joint probability matrix X; € R}'*"™
in the target-domain data (n; is the number of docu-
ments in the target-domain), we can also formulate the
following constrained optimization problem,

min [|.X, — FSoG|I?

t, Gt
k] k2
s.t. E Ft“j) = 1, E Gt(ij) = ].7
=1 =1

where Sy is the output from Equation (2.7). In this
formulation Sy is used as the supervised information
for the optimization process. This is motivated by
the analysis that the source and target domain may
share the same associations between word clusters and
document clusters. After minimizing Equation (2.8) we
obtain F}, G;. Their explanations are similar to those
for Fy, G respectively. Then, the class label of the i-th
document in the target domain is output as

(2.8)

(2.9) inder; = arg max Gty

Finally, we can combine the two sequential opti-
mization problems in Equation (2.7) and (2.8) into a
joint optimization formulation as follows,

(2.10)

. _ T2 . & _ 2
Eg’Gglgththle FSGL| + o |Gs — Goll

+ 8- |1Xy — F.SGT| P,

k‘l k'2
s.t. ZFS(U) = 17ZGS(U) =1,
j=1 Jj=1

kl k2
ZFtw) = LZGt(m =1,
j=1 j=1

where o > 0 and 8 > 0 are the trade-off factors. In this
formulation S is shared in the matrix factorizations of
the source and target domains. This way S is used
as the bridge of knowledge transformation from the
source domain to the target domain. Next we focus
only on how to solve the joint optimization problem
in Equation (2.10), which can cover both the two sub-
problems in Equation (2.7) and (2.8).

3 Solution to the Optimization Problem

In this section, we develop an alternately iterative
algorithm to solve the problem in Equation (2.10).

According to the preliminary knowledge in Section 2.1,
we know that the minimization of Equation (2.10) is
equivalent to minimizing the following equation,
(3.11)

L(Fs,Gs, S, Ft,Gy)

=Tr(X'X, - 2XTF,8GT + G,STFTF,SGT)
+ nﬁ Tr(GGT — 2G,GT + GoGT)

+3-Tr( XX, —2X ' F,SGT + G,STFIF,SGT),

kl k‘2
s.t. ZFS(U) = 1’ZG5(M) =1,
i=1 i=1

kl k?
ZFt<m = LZGt(m =L
=1 =1

The partial differential of £ is as follows,

oL
= —2X,G,ST +2F,8GTG,ST
oF G,ST + 2F,SGTG, ST,
OL  _  oXTE.§+26.5TFTF.S
G, s e
2
+22 (G, — Go),
Ng
oL T T T
95 = —2F; X;Gs + 2F; FsSG; G,
—26-FF'X,Gy +283- F'F,SGT G,
9L | _98.x,6,ST +28- F,SGTG,ST,
oF,
oL T T T
5a = “20-X[RS+28-GSTERS.
t

Since L is not concave, it is hard to obtain the global
solution by applying the latest non-linear optimization
techniques. In this study we develop an alternately iter-
ative algorithm, which can converge to a local optimal
solution.

In each round of iteration these matrixes are up-
dated as

[ (XGST,
@) "\ (F,SGTGLST) (i)

(3.12) F,

S(i5)

(XTF,S+ = . GO)(ij)
(313) Goy = Gy \/(GSSTFST F.S+ 2 Gy

[ XGST)
) (F,SGTGST) i)’



Fuzhen
高亮

Fuzhen
高亮


(XTFS) i)
(315)  Gry Gy \/(GtSTFtTFtS)(m’

Then, we normalize Fy, Gy, F, G; to satisfy the equality
constrains. The normalization formulas are as follows,

(3.16) L
: 5(i) k )
Zjl:l FS(U)
(3.17) G _ G
. S(i.)
Z GS(U)
F,.
(318) Ft(i.) — %7
Z] 1 Ft(u)
Gt(i-)
(3.19) o

ij)

Next, using the normalized Fy, Gy, Fy, Gy we update S
as follows,
(3.20)

¢ (FTX,G, + - FF X,Gi)iy)
e S - ,
@) P N\ (FTF,SGTG, + 3 - FEF.SGTGY) oy

The detailed procedure of this iterative computation is
given in Algorithm 1.

4 Analysis of Algorithm Convergence

To investigate the convergence of iterating rules in
Equations (3.12) through (3.20), we first check the
convergence of Fy when G, S, F;, G, are fixed. For this
optimization problem with constraints we formulate the
following Lagrangian function,

(4.21)

G(Fy) = || Xs—F. SGT|P+Tr N Foul —vT)(Fou” —vT)T)

where A € R™*™ u € Rk v € R1™ (the entry val-
ues of u and v are all equal to 1), and || X, —F,SGT||? =
Tr(XTX, — 2XTF,SGT + G,STFTF,SGT). Then,

(4.22)

gg —2X,GST+2F,SGL G ST +2 A Fsuu—2xv"u.
LEMMA 1. Using the wupdate rtule (4.23), FEqua-

tion (4.21) will monotonously decrease.

(XsGsST + AT u) ;)
4.2 . Fs -
(423) Fagyy — Fagy) \/(F SGTGST + NFulu)(ij)

Algorithm 1 The Matrix Tri-factorization based Clas-
sification (MTrick) Algorithm

Input: The joint probability matrix X, € R"*" on
labeled source-domain; the true label information Gj
of source-domain; the joint probability matrix X; €
R7*™ on unlabeled target-domain; and the trade-off
factors a, 3; the error threshold € > 0; and the maximal
iterating number max.

Output: Fs, F;, Gs, Gy and S.

1. Initialize the matrix variables as FS(O), Ft(o), Gg()),

G§0> and S, The initialization method will be
detailed in the experimental section.

2. Calculate the initial value £(®) of Equation (3.11).
3. k:=1.

4. Update F based on Equation (3.12),
malize F{" based on Equation (3.16).

and nor-

5. Update G based on Equation (3.13), and nor-

malize G based on Equation (3.17).

6. Update Ft(k) based on Equation (3.14), and nor-

malize Ft(k) based on Equation (3.18).

7. Update ng) based on Equation (3.15),
based on Equation (3.19).

and nor-
malize ng)

8. Update S**) based on Equation (3.20).

9. Calculate the value £ of Equation (3.11). If

|£*) — £(E=D] < ¢ then turn to Step 11.

10. k:=k+ 1. If K < max, then turn to Step 4.

11. Output Fs(k), Ft(h‘)7 ng), ng) and S,

» Proof. To prove Lemma 1 we describe the definition of

auxiliary function [9] as follows.

DEFINITION 3. (AUXILIARY FUNCTION) A  function
H(Y,Y) is called an auxiliary function of T(Y) if it
satisfies

(4.24) H(Y, )>T( L, HY,Y)=T(Y),
for any Y, Y.

Then, define

(4.25) Y+ — argminy H(Y,Y®).

Through this definition,

T(y(t)) :H(y(t)7y(t)) > H(y(t+1)7y(t)) > T(y(t+1))_



It means that the minimizing of the auxiliary function
of HY,Y®) (Y® is fixed) has the effect to decrease
the function of 7.

Now we can construct the auxiliary function of G

as,
(4.26)
F,,
H(F57 Fé) =—2 Z(XSGSST)(ij)Fs/(ij) (1 + log @)
i S(ig)
’ 2
+ D (FISGLCST) i)
ij (i)
F2
+ Y (AFu u) )
ij S(ig)
T / FS(U)
-2 Z(/\v w)(ij e, (1 +log F’i)
ij S(i4)

Obviously, when F! = F, the equality H(F, F.) =
G(Fs) holds. Also we can prove the inequality
H(F,,F!) > G(Fs) holds using the similar proof ap-
proach in [10]. Then, while fixing F!, we minimize

H(Fsa Fs,)
(4.27)
OH(F,, F!) r P
T ) (X GaST) g —l2
an(” ( )( J) Fs
i7) (i3)
+2(FISGTGLST + AFu"u) i) 12
S(i5)
/
- 2(AvTu)(ij) =2y
8(ig)
OH(Fs,F!) _
Let W(”) — 07
(4.28)
= F,, =F (XG5 + AWy
@ = P "\ (FISGTGLST + AFuTu) ;5

Thus, the update rule (4.23) decreases the values of
G(Fs). Then, Lemma 1 holds.

The only obstacle left is the computation of the
Lagrangian multiplier A\. Actually, A in this problem is
to drive the solution to satisfy the constrained condition
that the sum of the values in each row of Fj is 1.
Here we propose a simple normalization technique to
satisfy the constrains regardless of A. Specifically, in
each iteration we use Equation (3.16) to normalize Fj.
After normalization, the two constants of AF,u’u and
AvTu are equal. Thus, the effect of Equation (3.12)
and Equation (3.16) can be approximately equivalent to
Equation (4.23) when only considering the convergence.
In other words, we adopt the approximate update rule
of Equation (3.12) by omitting the items which depend

on A in Equation (4.23). We can use the similar method
to analyze the convergence of the update rules for
G, F, G, S in Equation (3.13), (3.14), (3.15), (3.20)
respectively.

THEOREM 1. (CONVERGENCE) After each round of it-
eration in Algorithm 1 the objective function in Equa-
tion (2.10) will not increase.

According to the lemmas for the convergence analysis
on the update rules for F, Gy, Fy, Gy, S, and the Mul-
tiplicative Update Rules [9], each update step in Algo-
rithm 1 will not increase Equation (2.10) and the objec-
tive has a lower bounded by zero, which guarantee the
convergence. Thus, the above theorem holds.

5 Experimental Validation

In this section, we show experiments to validate the
effectiveness of the proposed algorithm. To simplify the
discussion, we only focus on the binary classification
problems (the number of document clusters is two) in
the experiments, while the algorithm can be naturally
applied for multi-class cases.

5.1 Data Preparation

20Newsgroup’ is one of the benchmark data sets for
text categorization. Since the data set is not origi-
nally designed for cross-domain learning, we need to do
some data preprocessing. The data set is a collection of
approximately 20,000 newsgroup documents, which is
partitioned evenly cross 20 different newsgroups. Each
newsgroup corresponds to a different topic, and some
of the newsgroups are very closely related. Thus,
they can be grouped into certain top category. For
example, the top category sci contains four subcate-
gories sci.crypt, sci.electronics, sci.med and sci.space,
the top category talk contains four subcategories
talk.politics. guns, talk.politics.mideast, talk.politics.misc
and talk.religion.misc, and the top category rec also
contains four subcategories rec.autos, rec.motorcycles,
rec.sport.baseball and rec.sport.hockey. For the top cat-
egories sci, talk and rec, any two top categories can be
selected to construct 2-class classification problems. In
the experimental setting, we only randomly select two
data sets sct vs. talk and rec vs. sct.

For the data set sci vs. talk, we randomly select one
subcategory from sci and one subcategory from talk,
which denote the positive and negative data, respec-
tively. The test data set is similarly constructed as the
training data set, except that they are from different
subcategories. Thus, the constructed classification task

"http://people.csail.mit.edu/jrennie/20Newsgroups/



is suitable for cross-domain learning due to the facts
that 1) the training and test data are from different dis-
tributions since they are from different subcategories;
2) they are also related to each other since the positive
(negative) instances in the training and test set are from
the same top categories. For the data set sci vs. talk,
we totally construct 144 (P? - P}?) classification tasks.
The data set rec vs. sci is constructed similarly with
sct vs. talk.

To further validate our algorithm, we also perform
experiments on the data set Reuters-21578%, which has
three top categories orgs, people and place (Each top
category also has several subcategories). We evaluate
the proposed algorithm on three classification tasks
constructed by Gao et al. [2].

5.2 Baseline Methods and Evaluation Metric

We compare MTrick with some baseline classification
methods, including the supervised algorithms of Lo-
gistic Regression (LG) [11] and Support Vector Ma-
chine (SVM) [12], and the semi-supervised algorithm
of Transductive Support Vector Machine (TSVM) [13],
also the cross-domain methods of Co-clustering based
Classification (CoCC) [5] and the Local Weighted En-
semble (LWE) [2]. Additionally, the two-step optimiza-
tion approach using Equation (2.7) and (2.8) is adopted
as baseline (denoted as MTrick0). The prediction accu-
racy on the unlabeled target-domain data is the evalu-
ation metric.

5.3 Implementation Details
In MTrick, F, F};, G4,G4, S are initialized as follows,

1. F; and F; are initialized as the word clustering
results by PLSA [14]. Specifically, F§,, and Fy,
are both initialized to be P(z;|w;) output by PLSA
on the whole data set of the source and target
domain. We adopt the Matlab implementation of
PLSAS in the experiments.

2. G is initialized as the true class information in the
source-domain.

3. G; is initialized as the predicted results of any
supervised classifier, which is trained based on the
source-domain data. In this experiment Logistic
Regression is adopted to give these initial results.

4. S is initialized as follows: each entry is assigned
with the same value and the sum of values in each
row satisfies > . S5 = 1.

Thttp://www.daviddlewis.com /resources/testcollections
/reuters21578/

Shttp://www.kyb.tuebingen.mpg.de/bs/people/pgehler/code
/index.html

Note that PLSA has a randomly initialization process.
Thus, we perform the experiments three times and
the average performance of MTrick is output. The
tf-idf weights are used as entry values of the word-
document matrix Y, which is then transformed to the
joint probability matrix X. The threshold of document
frequency with value of 15 is used to decrease the
number of features. After some preliminary test, we
set the trade-off parameters o = 1, 8 = 1.5, the error
threshold ¢ = 107!!, the maximal iterating number
max = 100, and the number of word clusters k; = 50.

The baseline methods LG is implemented by the
package¥, SVM and TSVM are given by SVMUghtl
The parameter settings of CoCC and LWE are the same
with those in their original papers, and the value of «
in Equation (2.7) is set to 1 after careful investigation
for MTrick0.

5.4 Experimental Results
Next, we present detailed experimental results.

5.4.1 A Comparison of LR, SVM, TSVM,
CoCC, MTrick0 and MTrick

We compare these classification approaches on the data
set sci vs. talk and rec vs. sci, and all the results are
recorded in Figure 1 and Figure 2. The 144 problems of
each data set are sorted by increasing order of the per-
formance of LG. Thus, the z-axis in these two figures
can also indicate the degree of difficulty in knowledge
transferring.

From the results, we have the following observa-
tions: 1) Figure 1(a) and Figure 2(a) show that MTrick
is significantly better than the supervised learning al-
gorithms LG and SVM, which indicates that the tradi-
tional supervised learning approaches can not perform
well on the cross-domain learning tasks. 2) Also, MTrick
is also much better than the semi-supervised method
of TSVM. 3) In Figure 1(b) and Figure 2(b), the left
side of red-dotted line represents the results when the
accuracy of LG lower than 65%, while the right repre-
sents the results when the accuracy of LG higher than
65%. It is shown that when LG achieves accuracy higher
than this threshold, MTrick and CoCC perform simi-
larly. However, when the accuracy of LG is lower than
it, MTrick performs much better than CoCC. These re-
sults indicate that MTrick has the stronger ability to
transfer knowledge when the labeled source domain can
not provide enough auxiliary information. 4) MTrick is
also better than MTrickO, which shows that the joint
optimization can achieve a better solution than the sep-

http://research.microsoft.com/~minka/papers/logreg/
Ittp://svmlight.joachims.org/
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Figure 1: The Performance Comparison among LR, SVM, TSVM, CoCC, MTrickO and MTrick on data set sci

vs. talk

arate optimization.

Additionally, we compare these classification algo-
rithms by the average performance of all 144 problems
from each data set, and the results are listed in Table 1
(L and R denote the average results when the accuracy
of LG lower and higher than 65%, respectively, while To-
tal represents the average results on all 144 problems).
These results again show that MTrick is an effective
approach for cross-domain learning, and has stronger
ability to transfer knowledge.

5.4.2 A Comparison of LR, SVM,
CoCC, LWE and MTrick

Furthermore, we also compare MTrick with LR, SVM,
TSVM, CoCC and LWE on Reuters-21578. The
adopted data sets** are depicted in Table 2. The ex-
perimental results are recorded in Table 3 (We adopt
the evaluation results of TSVM and LWE on the three
problems in [2]). We can find that MTrick is better than
all the algorithms LR, SVM, TSVM, CoCC and LWE,
which again show the effectiveness of MTrick.

TSVM,

Table 2: The Data Description for Performance Com-
parison among LR, SVM, TSVM, CoCC, LWE and
MTrick

Data sets

Source-Domain Ds  Target-Domain D;

document from a
different set
of sub-categories

document from
a set of
sub-categories

orgs vs. people
orgs vs. place
people vs. place

**http://ews.uiuc.edu/~jinggao3/kdd08transfer.htm. Gao et
al.[2] gives the detailed description.

5.4.3 Analysis of the OQutput F, and F;

MTrick not only outputs the prediction results for
target domain, but also generates the word clusters
for the source and target domain data, expressed by
Fs and F; respectively. In other words, the words in
source domain and target domain are all grouped into &k
clusters after optimization. By the following calculating
we aim to show that the word clusters from the source
and target domains are related to and different from
each other. For each cluster we can select t (here ¢t =
20) representative words, actually the ¢ most probable
words. Let A; and B; be the sets of representative words
for the i-th (1 < i < k;) cluster in source domain
and target domain respectively, and C; be the sets of
representative words for the i-th word cluster output by
PLSA. Then, we define two measures as follows,

k1
1 |Zi|
7?1; Cil”

(529) r =

(5.30)

where Z; = A; (| B; and U; = A; |J B;. For each problem
constructed from the data set sci vs. talk we record
these two values and the results are shown in Figure 3.
The curve of r; shows that although the word clusters
from the source domain and target domain are different,
they are related by sharing some representative words
for word clusters. The curve of ry shows that the
union of the word clusters from the source and target
domains is similar to those output by PLSA based on
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Table 1: Average Performances (%) on 144 Problem Instances of Each Data Set

Data Sets LG SVM TSVM CoCC MTrick0O MTrick
L 59.09 62.88 72.13 81.09 76.90 86.52

sci vs. talk R 74.21 T71.70  81.58 93.41 91.28 93.71
Total 70.64 69.62 79.35 90.50 87.88 92.01

L 57.42 56.78 75.73 79.69 85.39 90.44

rec vs. Sci R 75.76  73.48 91.66 96.18 93.50 95.53
Total 65.57 64.20 82.81 87.02 88.99 92.70

Table 3: The Performance Comparison Results (%) among LG, SVM, TSVM, CoCC, LWE and MTrick

Data Sets LG SVM TSVM CoCC LWE MTrick
O8RS 7492 7425 7380 79.79  79.67 80.80
people
CTBR VR 7191 69.99  69.89 7418 T3.04 76.77

place

people Vs ne 03 50.05 5843 66.94 6852  69.02

place

the whole data. In other words the word clusters in the
source and target domains not only exhibit their specific
characteristics, but also share some general features.
These results coincide with our analysis that different
data domains may use different terms in expressing the
same concept, however, they are also closely related to
each other.

5.4.4 Parameter Effect

In the problem formulation, we have three parameters,
including two trade-off factors «;, 8 and the number of
word clusters k. Though the optimal combination of
these parameters is hard to obtain, we can demonstrate

the performance of MTrick is not sensitive when the pa-
rameters are sampled in some value ranges. We bound
the parameters a € [1,10], 8 € [0.5,3] and k; € [10, 100]
after some preliminary test and evaluate them on 10
randomly selected problems of data set sci wvs. talk.
10 combinations of parameters are randomly sampled
from the ranges, and the results of each problem on
each parameter setting and their average performance
are shown in Table 4. The 12th and 13th row denote
the variance and mean of 10 parameter settings for each
problem, respectively. The last row represents the per-
formance using the default parameters adopted in this

paper.
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of Data Set sci vs. talk.

From Table 4, we can find that the average perfor-
mance of all the parameter settings is almost the same
with the results from the default parameters. Further-
more, the variance of all the parameter settings is small.
It shows that the performance of MTrick is not sensi-
tive to the parameters when they are sampled from the
predefined bounds.

5.4.5 Algorithm Convergence

Here, we also empirically check the convergence prop-
erty of the proposed iterative algorithm. For 9
randomly-selected problems of sci vs. talk the results
are shown in Figure 4, where the x-axis represents the
number of iterations, and the left and right y-axis de-
note the prediction accuracy and the logarithm of the
objective value in Equation (3.11), respectively. In each
figure, it can be seen that the value of objective function
decreases along with the iterating process, which agrees
with the theoretic analysis.

6 Related Work

In this section, we will introduce some previous works
which are closely related to our work.

6.1 Nonnegative Matrix Factorization

Since our algorithm framework is based on the non-
negative matrix factorization, so here we will intro-
duce some works about nonnegative matrix factor-
ization (NMF). NMF has been shown to be widely
used for many applications, such as dimensionality re-
duction, pattern recognition, clustering and classifica-

tion [10, 9, 15, 16, 17, 18, 19, 20] etc.

Lee et al. [9] proposed the nonnegative matrix fac-
torization to decompose the multivariate data, and gave
two different multiplicative algorithms for NMF. More-
over, they applied an auxiliary function to prove the
monotonic convergence of both algorithms. After this
pioneering work researchers extended this model and
apply them to different applications. Guillamet et
al. [16] extended the NMF to a weighted nonnegative
matrix factorization (WNMF) to improve the capabili-
ties of representations. Experimental results show that
WNMF achieves a great improvement in the image clas-
sification accuracy compared with NMF and principal
component analysis (PCA). Ding et al. [10] provided
an analysis of the relationship between 2-facts and 3-
facts NMF, and proposed an orthogonal nonnegative
matrix tri-factorization for clustering. They empirically
showed that the bi-orthogonal nonnegative matrix tri-
factorization based approach can simultaneously cluster
rows and columns of the input data matrix effectively.
Wang et al. [18] developed a novel matrix factorization
based approach for semi-supervised clustering and ex-
tended it to different kinds of constrained co-clusterings.
The probabilistic topic models, such as PLSA [14] and
LDA [21], can also be considered as a method of non-
negative matrix tri-factorization [22]. They are different
from the proposed model of MTrick in that: the word
clusters and document clusters in topic models share
the same semantic space, actually the space of latent
topics [14]. However, in MTrick the word clusters and
document clusters have different semantic spaces, and
the associations between word clusters and document
clusters are explicitly expressed.

Researchers also leverage NMF for transfer learning
tasks. Li et al. [8] proposed to transfer label informa-
tion from source domain to target domain by sharing
the information of word clusters for the task of senti-
ment classification. However, for a general cross-domain
classification problem the two corresponding word clus-
ter in two domains may be similar, but not exactly the
same due to the distribution difference. Thus, in this
paper we propose to share only the association between
word clusters and document classes. Li et al. [20] de-
veloped a novel approach for cross-domain collaborative
filtering, in which a codebook (referred as the association
between word clusters and document clusters in our pa-
per) is shared. In the above two papers they dealt with
two separate tasks of matrix factorization: first on the
source domain, and then on the target domain. Addi-
tionally, the shared information is the output from the
first step, and also the input of the second step. How-
ever, in our work we combine the two factorizations into
a collaborative optimization task, and show the extra



Table 4: The Parameter Effect for Performance (%) of Algorithm MTrick

Samplin Problem 1D
ID ¢ “ s k1 1 2 3 1 5 § 7 8 9 10
1 2.44 2.39 58 92.34 94.28 95.37 88.47 94.99 92.43 95.24 92.04 91.69 95.32
2 7.45 1.69 83 93.05 94.35 97.00 88.47 95.28 92.69 94.91 91.76 92.33 95.30
3 6.92 0.96 38 95.92 94.70 97.33 90.90 95.01 89.32 94.47 90.45 89.99 95.63
4 2.67 1.65 15 94.39 95.53 96.02 90.53 95.42 92.59 94.55 90.92 90.02 95.28
5 5.61 2.45 72 91.58 95.07 94.79 87.83 95.34 93.17 94.99 91.24 91.75 95.28
6 3.63 2.32 32 93.59 94.12 94.98 89.98 95.57 92.90 94.49 91.83 91.24 95.09
7 2.30 1.57 21 92.72 94.46 96.47 89.77 94.84 92.43 94.49 91.34 91.46 96.23
8 7.53 0.72 52 95.80 94.12 97.52 91.13 95.40 89.55 94.35 89.71 90.12 95.47
9 1.88 1.50 26 95.57 94.14 96.90 90.70 95.71 92.69 94.93 91.53 90.08 95.08
10 7.95 1.18 92 94.54 95.02 97.51 89.75 95.28 92.18 94.55 91.38 92.28 95.70
Variance 2.351 0.236 1.089 1.370 0.073 1.897 0.085 0.496 0.913 0.119
Mean 93.95 94.58 96.39 89.75 95.28 92.00 94.70 91.22 91.10 95.44
This paper 1 1.5 50 93.77 94.42 94.99 90.33 95.05 93.12 95.96 93.84 90.90 95.66

value of this collaborative optimization by the experi-
mental results.

6.2 Cross-domain Learning

Recent years have witnessed numerous research in
cross-domain learning. In general, cross-domain learn-
ing for classification can be grouped into two categories,
namely instance weighting based and feature selection
based cross-domain learning methods.

Instance weighting based approaches focus on the
re-weighted strategy that increases the weight of in-
stances which are close to the target-domain in data
distribution and decreases the weight of instances which
are far from the target-domain. Dai et al. [7] extended
boosting-style learning algorithm to cross-domain learn-
ing, in which the training instances with different distri-
bution from the target domain are less weighted for data
sampling, while the training instances with the similar
distribution to the target domain are more weighted.
Jiang [23] also dealt with the domain adaptation from
the view of instance weighting. They found that the
difference of the joint distributions between the source-
domain and target-domain is the cause of the domain
adaptation problem, and proposed a general instance
weighting framework, which has been validated to work
well on NLP tasks.

Feature selection based approaches aim to find a
common feature space which is useful to cross-domain
learning. Jiang [24] developed a two-phase feature se-
lection framework for domain adaptation. In that ap-
proach, they first selected the features called generaliz-
able features which are emphasized while training a gen-
eral classifier. Then they leveraged unlabeled data from
target-domain to pick up features that are specifically
useful for the target-domain. Pan et al.[25] proposed a
dimensionality reduction approach, in which they can
find out the latent feature space which can be regarded
as the bridged knowledge between the source-domain
and the target-domain. The proposed algorithm in this

paper can also be regarded as the feature selection based
approach for cross-domain learning.

7 Concluding Remarks

In this paper, we studied how to exploit the associations
between word clusters and document clusters for cross-
domain learning. Along this line, we proposed a
matrix tri-factorization based classification framework
(MTrick) which simultaneously deals with the two tri-
factorizations for the source and target domain data.
To capture the features in the conceptual level for
classification, in MTrick, the associations between word
clusters and document clusters remain the same in
both source and target domains. Then, we developed
an iterative algorithm for the proposed optimization
problem, and also provided the theoretic analysis as
well as some empirical evidences to show its convergence
property. Finally, the experimental results show that
MTrick can significantly improve the performance of
cross-domain learning for text categorization. Note
that, although MTrick was developed in the context of
text categorization, it can be applied to more broad
classification problems with dyadic data, such as the
word-document matrix.
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